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Director, Health Systems Implementation, Training, and Enterprise Support  (196)
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	Non Patient Safety Related Post Production Incidents


	To:
	All Staff, Health Systems Design and Development (192)

All Staff, Health Systems Implementation, Training, and Enterprise Support  (196)




1.  This document provides guidance on reporting incidents which ARE NOT patient safety related. A checklist containing questions to use is provided in Appendix B. There is a separate Standard Operating Procedure (SOP) for reporting patient safety issues. That SOP is 19-0201 and can be found at http://vaww.vhaco.va.gov/vhacio/docsmanagement/docs/PatientSafetyFiles-VCIOmeeting9-2002.doc.  

NOTE: This document serves as an informational tool in gathering factual results and effective resolutions to promote the delivery of the highest quality products. 

2.  The definition of a problem, for the purpose of this memorandum, is any unintended effects of the software being tested in either production or test environment that causes system downtime (>5), required corrective action by the local Information Resource Management (IRM) staff, or caused negative impacts on a significant number of users at the facility. A key indicator of a serious problem would be a facility or Veterans Integrated Service Network (VISN) management involvement with or notification about the problem.
3.  The contents of this informational document contain a suggested list of questions to follow related to the post implementation of a site’s test software.  These questions are designed to facilitate in the determination of the resolution to problems that may occur after migration to production.  These questions are also helpful in covering any incident at a site that may require broad notification.  It is recommended that you consider other factors as well and that additional questions be added to this document as they develop.  See Appendix B.
4. Appendix A contains a production site profile to record the site information in question for tracking purposes.  Appendix A should be completed as soon as a problem is identified.
5. As soon as Appendix A and Appendix B are completed, in a well documented manner, they should be distributed to the following mail groups for authorization:

· VHA OI HSITES Directors

· VHA OI SDD Program Office

· A copy should also be distributed to your System’s QA/Process Manager

Approve/Disapprove




Approve/Disapprove
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_____________________________
Dan G. Bishop




Daniel L. Marsh
Director, Health Systems Design and 
Director for Health Systems
Development (HSD&D)
Implementation, Training, and

Enterprise Support (HSITES)
PRODUCTION SITE PROFILE

<Software Name>

	Site Name:
	<Test Site name, City, State>

	
	

	Supporting Development Team:
	<Name of Supporting Development Team>

	Supporting HSITES Team:
	<Name of Supporting HSITES Team>

	
	

	Project Name(s):
	

	
	

	Operating System:
	

	
	


Other Production Specifics (please list):

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________

	No.
	Checklist for Test Code Installation to Production Results
	Resolution

	1. 
	Description of the problem (include how long the problem has existed).
	

	2. 
	Specific incidents that have occurred (if any).
	

	3. 
	The medical center or site where the problem was identified.
	

	4. 
	Other medical centers affected (now or potentially in the future)?
	

	5. 
	How the problem was identified?
	

	6. 
	Who in the medical center is the point of contact?
	

	7. 
	What platform is the site in question running on?
	

	8. 
	Have there been any customizations the site itself has done to any of the patches/routines installed there?
	

	9. 
	Is the site completely up-to-date on nationally released patches?
	

	10. 
	What is the actual level of risk (High, Medium or Low)? 
	

	11. 
	What is the likelihood of future adverse events?
	

	12. 
	What is being done to correct the problem?
	

	13. 
	When will the problem be fixed?
	

	14. 
	What communication has been made to the site/field regarding this problem?


	

	15. 
	What interim steps (workarounds) can be taken (if necessary) to mitigate the problem?
	

	16. 
	Were the interim steps communicated to the field and were they properly educated on how to use them?
	

	17. 
	What is your recommendation (include any timeframes and specific actions to be taken, e.g., clean-up routine)?
	


It is recommended that you consider other factors as well and that additional questions be added to this table as they develop.
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